Method to design a live coral cover sensitive index for multispectral satellite images
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**Abstract:** Live coral cover (LCC) is regarded as the most efficient indicator of coral reef health. However, LCCs are usually sampled with standardized transect or photo quadrat techniques in the field, which are incomplete and labor-intensive. To overcome such difficulties, we study a model to transfer the pixels of multispectral satellite images to quantitative LCCs. The idea is to extend band ratio-based (BR) indices to a novel index constructed using the ratio of different linear combinations (RDLC) of band reflectance and water depths. On the basis of field surveyed LCCs, an empirical process is further proposed to solve the unknown parameters of this RDLC. This approach provides new thinking for designing LCC-sensitive indices for given multispectral satellite images. The experimental results on Weizhou Island and Palmyra Atoll demonstrate that the method is effective and feasible, where the mean relative errors (MREs) are improved from 45 to 56% for BRs to 23–29% for RDLCs for Weizhou Island.
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1. Introduction

Coral reefs are considered to be marine ecosystems containing the highest level of biodiversity and primary productivity, and they are comparable with tropical rainforests on land [1–4]. They can protect coastlines, provide natural habitat for sea creatures, and act as tourism and fishery resources for humans [2]. Thus, they are very important to the healthy and sustainable development of future human society and the marine ecological environment. However, as biodiversity hotspots of the oceans, coral reefs have long been in decline worldwide [5] because of anthropogenic destruction and global change, including global warming and oceanic acidification [6]. All of these result in a rapid decrease in the coverage rate of living corals [7], and thus, live coral cover (LCC) is regarded as the best measure of coral reef health [2]. Therefore, the estimation of LCC is an important part of the research, conservation and management of current coral reefs.

Unfortunately, LCC is usually assessed in field surveys using standardized transect or photo quadrat techniques [8–10]. These in-field methods are labour-intensive, time-consuming and costly. Especially, they are suitable only for surveying a few typical transects or points rather than the whole area of the coral reefs. Therefore, repetitive in-field surveying of LCCs may be impractical and unfeasible, particularly for a large area of coral reefs. Remote sensing is regarded as a great potential way to increase this coverage [11], and for this reason, many studies have focused on exploring the potential of optical remote sensing images on the LCC estimation.
Classification of remote sensing images is considered an intuitive and low-cost way to estimate the distribution of live corals over large clear-water areas, so it is usually regarded as an excellent tool for guiding strategy for sampling and identifying conservation areas [4, 12]. Kobryn et al. [13] made use of a set of airborne hyperspectral data to classify the habitat categories of the clear-water Ningaloo Reef. The results show that the overall accuracy is approximately 70% for the highest classification level (including 46 classes of abiotic and biotic seabed components and hard coral growth forms). To improve the accuracy, the state-of-the-art object-based image analysis (OBIA) has been introduced into the image classification of coral reefs [14–16]. The overall accuracy of ‘benthic community’ classifications reaches 52% to 75% for 2.4 m resolution Quickbird-2 and 4.0 m resolution IKONOS satellite images [14, 15]. Nevertheless, we should note that the accuracy is usually practical for high-resolution hyperspectral image data but may be far from acceptable for multispectral satellite images. Hamel and Andréfouët [12] demonstrated that few utilizations of multispectral satellite images were reported in habitat mapping. They thought this was likely because of inherent technology limitations and lack of awareness of the possibilities.

LCCs can be simply estimated by counting the ratio of the live coral pixels from the habitat mapping. However, as any one of the pixels may consist of several different habitat categories, classifications for habitat mapping are actually not equivalent to LCC estimation. This problem is now even worse because of the long-term decline of coral reefs. Therefore, LCCs may be underestimated by just counting from the classifications. Such problems have been identified in the past and have been regarded as a significant challenge for coral reef mapping [17–20].

To improve the detection of the LCCs, one idea is to make use of image transforms or indices that are extended from the vegetation indices [21, 22] for biophysical information extraction in terrestrial environments. Mumby et al. [23] used the spectral derivatives of airborne hyperspectral images to map various stages of coral mortality. Joyce et al. [9, 11, 24] described the development and application of several spectral indices for LCC mapping, which is in the form of reflectance, derivatives, and the band ratios of airborne hyperspectral images. The results demonstrate that the second derivative of the reflectance at 564 nm was one of the most sensitive to the variation in LCCs and least sensitive to the variation in water depth. They also noted that a simple band ratio (SBR) of 529:439 nm showed the greatest sensitivity to LCC variation around clear-water reefs. Minghelli-Roman et al. [25] also tried to utilize band ratio (BR) indices to discriminate different coral genera according to field spectrometry. Collin et al. [26] tried to test the viability of band ratio indices for a WorldView-2 image recently and found that the normalized difference ratio (NDR) of green-purple bands reached the highest positive correlation with the in-field LCC.

The confounding influence of variable depths on bottom reflectance is regarded as one of the most common difficulties with remote sensing of underwater environments [27]. However, most of the studies demonstrated that band ratio- and derivative-based methods stated a requirement for clear water and that substrate discrimination will decrease as the water depth increases [9]. Moreover, we should note that most conclusions from band ratio- and derivative-based indices were tested on airborne hyperspectral images, field spectrometer data, or simulated mixtures of benthic feature types [11]. Due to the assumption of linear mixing, the inadequate characterization of representative pure pixels, the lack of consideration for water column effects, etc., those results from the airborne hyperspectral image and field spectrometer would be different from multispectral satellite images [9]. For example, it is difficult to calculate second derivatives and band ratios that are exactly the same as the ones recommended by the experiments of the airborne hyperspectral images and the field spectrometer data. In fact, to calculate the band ratios with multispectral images, one need to select the bands that are closest to the ones recommended by hyperspectral data. Moreover, those bands of multispectral images are usually much broader than those of hyperspectral data.
In this study, we focus on extending SBR and NDR to a more general index using the ratio of different linear combinations (RDLC) of the band reflectance and the water depths for LCC estimation. Although the direct motive was to improve the accuracy of the LCCs estimated by multispectral satellite images in our study area, we actually provides a new way to design methods for LCC estimation. We wish for it to help exploit the potential of multispectral satellite remote sensing for estimating LCCs of coral reefs.

2. Materials and methods

2.1 Materials

To test the proposed RDLC, the coral fringing reefs around Weizhou Island (21°00′-21°05′ N, 109°00′-109°10′ E) in the Beibu Gulf, northern South China Sea were chosen as our main study area, as shown in Fig. 1. Coral reefs have been developing around Weizhou Island since the mid-Holocene, and these reefs cover an area of approximately 6–8 km² [2, 28]. These coral reefs have long been the focus of studies analysing the response of coral to global warming and human disturbance, because they are located in a relatively high-latitude area and are heavily influenced by anthropogenic activity [28–31].

According to Wang et al. [31], the annual average Sea Surface Temperature (SST) and salinity values around Weizhou Island are approximately 24.55 °C and 31.9‰ respectively, thus it is ideal for coral growth even though the seawater transparency varies only from 3.0 m to 10.0 m [31]. However, the live corals around Weizhou Island have been declining over the last decades [31]: the average of the LCCs around Weizhou Island has been reduced from 69.28 (1991) to 16.21 (2010). Note that LCCs are all signed by a number range from 0 to 100 in this paper for convenience; e.g., LCC expressed by 25 means 25%.
The experimental images of Weizhou Island consist of one ZY-3 multispectral image and one WorldView-3 (WV-3) multispectral image, as shown in Fig. 1. The main purpose of applying these two different images to Weizhou Island is to verify the proposed RDLC method is effective and feasible for different multispectral images, and test its improvement comparing with the SBR and NDR methods.

The ZY-3 satellite was launched on January 9, 2012 as the first civil high-resolution optical transmission surveying and mapping satellite of China. The ZY-3 multispectral image chosen as one of the remote sensing data sources for the experiments was acquired by the nadir multispectral camera of the ZY-3 satellite on August 24, 2015. It consists of 4 different wave bands (Blue, Green, Red, and Near-IR). The image is geo-referenced in the world geodetic system (WGS-84) with a ground resolution of 5.8 m. The geo-positioning accuracy is higher than 14.0 m without ground control after undergoing the on-orbit geometric rectification.
The signal-to-noise ratios (SNR) was reported to range approximately from 40—50 [33–35] for some typical signal radiances. More about the radiometric image quality of the ZY-3 multispectral image can be referenced to the result of Li et al. [36].

The WV-3 satellite was launched by Digital Globe Inc., Longmont, CO, USA on August 13, 2014. It provides panchromatic, multispectral, shortwave infrared, and CAVIS images with resolutions of 0.31 m, 1.24 m, 3.7 m, and 30 m, respectively. The WV-3 multispectral image used in our experiments was acquired on October 1, 2015. The geo-positioning accuracy is predicted to be higher than 3.5 m CE90 without ground control [37]. The WV-3 multispectral images consist of 8 different wave bands (Coastal, Blue, Green, Yellow, Red, RedEdge, Near-IR1, and Near-IR2). As can be seen in Fig. 1, the southern, southwestern, and western areas of the WV-3 image are seriously influenced by clouds, therefore, we can study only the northwestern, northern, northeastern, eastern, and southeastern regions of the image in our experiments.

Field surveyed LCCs around Weizhou Island were investigated in October 2015 along thirteen 100-m transects, and matched to the satellite data by using the geo-referenced information, as shown in Appendix A.

Note that, the subsurface remote sensing reflectance needs to be first extracted from the experimental images before study of the LCC estimation. The purpose is to eliminate the influence of the sunglint, atmospheric absorption and scattering of the solar radiation, i.e., make sure that the extracted subsurface remote sensing reflectance images contain only the signals of the water column and the bottom reflectance. As this preprocessing is not the focus of this study, we just simply make use of the approach developed by Huang et al. [35] for extracting the subsurface remote sensing reflectance. The approach mainly consists of the following subapproaches: radiometric calibration, atmospheric correction (using both the tropical atmospheric model and maritime aerosols model in the Second Simulation of a Satellite Signal in the Solar Spectrum (6S) radiative transfer code), sunglint correction, and subsurface remote sensing reflectance estimation. According to the experiments of Tian et al. [38], the precision of this atmospheric correction approach is about 6%. For convenience, we sign the subsurface remote sensing reflectance as $\rho$ in all the next sections.

Besides, we found that benthic habitats of the northern Pacific Palmyra Atoll (as shown in Fig. 2) have been mapped by National Centers for Coastal Ocean Science (NCCOS) during January 2009 and December 2011 (https://coastalscience.noaa.gov/project/benthic-habitat-mapping-palmyra-atoll/). Palmyra Atoll is located roughly halfway between Hawai’i and American Samoa, and its reefs are some of the most pristine anywhere in the world. To take another validation site, we further use this habitat map to expand the proposed RDLC to Palmyra Atoll in the experiments.

![Fig. 2. The EO-1 ALI multispectral image of the northern Pacific Palmyra Atoll.](image-url)
The experimental image of Palmyra Atoll is captured by Advanced Land Imager (ALI) of the Earth Observing-1 (EO-1) mission on October 18, 2009. EO-1 ALI is part of NASA's New Millennium Program (NMP) and has validated a multispectral instrument that is a significant improvement over the Landsat 7 ETM + instrument. The experimental ALI multispectral image consists of 9 different wave bands (Coastal, Blue, Green, Red and 5 Infrared bands) with a ground resolution of 30 m. On the other hand, ALI was used to validate and demonstrate technology for the Landsat Data Continuity Mission (LDCM), i.e. the operational land imager (OLI) on Landsat 8 (http://eo1.usgs.gov), so the ALI image shares similar resolution and wave bands with OLI. As a result, except for a second validation site, another purpose of applying the ALI image is to test the effectiveness and feasibility on some other freely available images, such as ALI or OLI. As the ZY-3 and WV-3 images, the subsurface remote sensing reflectance of the ALI multispectral image is also extracted by using the approach developed by Huang et al. [35] before the experiments.

The difference between the Weizhou Island data and the Palmyra Atoll data is that LCCs around Weizhou Island are all continuous values (see Appendix A), while LCCs provided by NCCOS is four live coral density classes (0–10, 10–50, 50–90, and 90–100).

2.2 Methods

In this section, the radiative transfer model of the water column is described in brief followed by methods to extend SBR (or NDR) to RDLC for the LCC estimation in multispectral satellite images. The main idea comes from the following two aspects: (1) based on previous studies on hyperspectral data, LCCs should correlate linearly to a particular SBR (or NDR); (2) according to the principle of band combination bathymetric methods [39–43], there is an approximate linear dependence between the water depth and the combination of different bands.

2.2.1 Radiative transfer model of the water column

An accurate and typical radiative water column transfer model was developed by Lee et al. [44] and was applied to semi-analytic map methods for bathymetry and benthic habitats [35, 45, 46]. For this radiative transfer model, the optical path-elongation factors for scattered photons from the water column and the bottom, the diffuse attenuation coefficient, and the subsurface remote-sensing reflectance for optically deep waters can be parameterized by using the chlorophyll-a, the colored dissolved organic matter (CDOM, also called gelbstoff or yellow substance), and the effective backscattering coefficient for particles [44, 46, 47]. The error of the subsurface remote-sensing reflectance simulated by using the model can reach approximately 3% [44], but the corresponding method for water property estimation was originally designed for hyperspectral data [46, 47] and may be difficult to implement for multispectral imagery. What is more, this radiative transfer model is more complicated than those of Bierwirth [48] and Lyzenga et al. [40, 49], which are based on the law that light is attenuated exponentially with depth in the water column. As a result, many current studies [43, 50–53] chose Bierwirth or Lyzenga’s model rather than the more accurate one proposed by Lee et al. [44] as the beginning and the foundation of their research.

Similarly, we start our studies from the radiative transfer model applied by Lyzenga et al. [40, 49] for simplicity as follows:

\[
L(\lambda) = L_\infty(\lambda) + k(\lambda) \rho_s(\lambda) \exp[-\kappa(\lambda) fH]
\]

where \( L \) is the subsurface radiance emerging from the water mass containing the reflective signals from the substrate and the water column; \( L_\infty \) is the subsurface radiance for optically deep water; \( k \) is a constant that includes the solar irradiance, the transmittance of the atmosphere and the water surface, and the reduction of the radiance due to refraction at the water surface; \( \rho_s \) is the substrate radiance reflectance, which can also be expressed as
substrate irradiance reflectance divided by $\pi$; $f$ is a geometric factor accounting for the path-length through the water, $H$ is the water depth, and $\kappa$ is the effective diffuse attenuation coefficient of the water column.

When Eq. (1) is divided by the downwelling irradiance just below the water surface $E_{\text{d}}$, we can obtain

$$\rho(\lambda) = \rho_s(\lambda) + t(\lambda)\rho_s(\lambda)\exp[-\kappa(\lambda)fH]$$

i.e.

$$\rho(\lambda) - \rho_s(\lambda) = t(\lambda)\rho_s(\lambda)\exp[-\kappa(\lambda)fH]$$

where $\rho$ is the subsurface remote sensing reflectance, $\rho_s$ is the subsurface remote-sensing reflectance for optically deep water, and $t$ is a constant that is equal to $k$ divided by $E_{\text{d}}$.

### 2.2.2 Construction of the RDLC for LCC estimation

Taking the logarithm of both sides, Eq. (3) can be then rewritten as

$$\ln[\rho(\lambda) - \rho_s(\lambda)] = \ln t(\lambda) + \ln \rho_s(\lambda) - \kappa(\lambda)fH$$

As previously shown in aspect (2), there is an approximately linear dependence between the water depth and the combination of different bands. More specifically,

$$\sum_i a_i \ln[\rho(\lambda) - \rho_s(\lambda)] = \sum_i a_i t(\lambda) + \sum_i a_i \ln \rho_s(\lambda) - 2f \sum_i a_i \kappa(\lambda)H$$

where $i = 1, 2, 3, \ldots$ indicate different wave bands.

If the coefficient of $H$ is not equal to zero, Eq. (5) can be seen as the bathymetric model of band combination. However, we take Eq. (5) from a different angle in this study as follows: it is able to construct a series of indices through selecting different $a_i$ as

$$I(a_i) = \sum_i a_i \ln \rho_s(\lambda) = \sum_i a_i \ln[\rho(\lambda) - \rho_s(\lambda)] - \sum_i a_i t(\lambda) + 2f \sum_i a_i \kappa(\lambda)H$$

The middle of Eq. (6) shows that $I(a_i)$ depends only on the substrate radiance reflectance, whereas the right illustrates that $I(a_i)$ can be calculated by using the linear combination of the water depth and the subsurface remote sensing reflectance of different bands.

As previously shown in aspect (1), LCCs should be linearly correlated with particular SBR (or NDR) for hyperspectral data. However, for multispectral satellite images, it is hard to calculate the SBR (or NDR) that is exactly the same as the one derived from hyperspectral data, because none of the multispectral satellite sensors is now designed according to such SBR (or NDR). We can only select two similar broad bands from the multispectral images to approximate the SBR (or NDR) in practice. As a result, LCCs estimated by such SBR and NDR were found to be less accurate in our study area (see the experiments).

Inspired by the idea of SBR (or NDR), we plan to extend SBR (or NDR) to another index expressed by the RDLC of the substrate band reflectance for the LCC estimation. However, if the linear combinations of the subsurface remote sensing reflectance are utilized to construct the index directly, we find it is difficult to separate the water depth from the subsurface remote sensing reflectance according to Eq. (2). As a result, we decide to utilize $I(a_i)$ expressed by Eq. (6) to construct the RDLC as

$$I(a_i, a'_i) = \frac{I(a_i)}{I(a'_i)} = \frac{\sum_i a_i \ln \rho_s(\lambda)}{\sum_i a'_i \ln \rho_s(\lambda)}$$
and this is required to correlate with LCC as close as possible so that LCCs can be estimated by the following linear equation:

\[ LCC = mL(a, a') + n \]  

(8)

where \( m \) and \( n \) are constant coefficients. Thus a method is needed to determine the optimal \( a, a' \) to make the correlation coefficient between \( I(a, a') \) and the LCC become maximum. The method for solving this problem is proposed in the following sub-section.

2.2.3 Implementation of the RDLC for LCC estimation

To determine the optimal \( a, a' \) and provide an approach to calculate \( I(a, a') \), we note that Eq. (7) can be rewritten as follows according to Eq. (6):

\[
I(a, a', b, b', c, c') = \sum_{i} a_i \ln \left[ \rho(\lambda_i) - \rho_{\infty}(\lambda_i) \right] + bH + c + a'_i \ln \left[ \rho(\lambda_i) - \rho_{\infty}(\lambda_i) \right] + b'H + c'
\]

(9)

where

\[
\begin{align*}
    b &= 2f \sum a_i \kappa(\lambda_i) \\
    b' &= 2f \sum a'_i \kappa(\lambda_i) \\
    c &= -\sum a_i \tau(\lambda_i) \\
    c' &= -\sum a'_i \tau(\lambda_i)
\end{align*}
\]

(10)

As shown in Eq. (7), \( a, a' \) are defined as the coefficients of the substrate radiance reflectance, and so are independent of the water depth and column properties. On the other hand, according to Eq. (10), \( b \) and \( b' \) depend on the effective diffuse attenuation coefficient of the water column and the geometric factor of the path-length through the water, \( c \) and \( c' \) are dependent on the solar irradiance, the transmittance of the atmosphere and the water surface, and the reduction of the radiance due to refraction at the water surface.

The advantage of Eq. (9) is that we can calculate the index using the subsurface remote sensing reflectance directly, whereas the problem is that it needs to estimate the water depth before the calculation. Fortunately, many studies [35, 40, 43, 45, 48–51] have developed methods to estimate water depth from multispectral images. Hence we can just suppose that the water depth was known, i.e., the water depths are estimated from the ZY-3 image by using the approach proposed by Huang et al. [35] in this study. The statistics are checked by comparing with 45 different measured depths: the maximum value of the absolute errors (MAX) is 2.27 m, the mean of the absolute errors (MAE) is 0.81 m, and the root mean square error (RMSE) is 1.01 m.

On the other hand, \( \rho_{\infty}(\lambda_i) \) can be assumed to remain constant over the scene [48]. Thus, it is estimated using the minimum of the subsurface remote-sensing reflectance of the adjacent optically deep waters [45, 50].

To simplify the calculation, we follow the pattern of empirical band combination bathymetric methods [39–43] to see \( a, a', b, b', c, c' \) as independent variants of \( I(a, a', b, b', c, c') \). As \( I(a, a', b, b', c, c') \) does not change when the numerator and the denominator are scaled by any non-zero real number at the same time, so we add the following two conditions:

\[
\begin{align*}
    \sum a_i^2 &= 1 \\
    \sum a_i'^2 &= 1
\end{align*}
\]

(11)
As a result, the problem can now be described as follows: search a set of optimal $a_i, a'_i, b, b', c,$ and $c'$ subject to Eq. (11) so that the correlation coefficient between the field LCC data and $I(a_i, a'_i, b, b', c, c')$ becomes maximum. In this study, the Genetic Algorithm (GA) tool of Matlab 2012b software is used for solving this problem directly; the GA is well known as an optimization tool inspired by the process of natural selection in computer science.

Specifically, for a set of unknowns ($a_i, a'_i, b, b', c,$ and $c'$), half of the field LCCs obtained by sub-section 2.2.2 and their corresponding water depth $H$ and subsurface remote sensing reflectance $\rho(\lambda)$ are seen as known data. $H$ and $\rho(\lambda)$ are first substituted into Eq. (9) for obtaining a series of $I(a_i, a'_i, b, b', c, c')$, and then the negative of the correlation coefficient is calculated as the GA fitness value between the LCCs and $I(a_i, a'_i, b, b', c, c')$.

Once the GA finds the optimal $a_i, a'_i, b, b', c,$ and $c'$ to let the fitness value reach minimum (which is equivalent to finding the maximum of the correlation coefficients), we further estimate $m$ and $n$ of Eq. (8) by regressing $I(a_i, a'_i, b, b', c, c')$ against the field LCCs.

Thereafter, another half of the field LCC data can be used for accessing the accuracy. The approach is to estimate the LCCs from $\rho(\lambda)$ and $H$ according to Eqs. (8) and (9), and then compare the results with the field LCCs.

Now, the implementation can be summarized and reviewed as shown in Fig. 3.

![Fig. 3. The implementation of the RDLC model for estimating the LCCs of Weizhou Island.](image)

However, when the Palmyra Atoll data is used, it is impossible to calculate the correlation coefficient, as the LCCs around Palmyra Atoll are provided with only four live coral density...
classes. So we need to design a metric to measure the errors between the live coral density classes and the LCCs estimated by using Eq. (8) with \( I(a, a', b, b', c, c') \).

If specific \( \rho(\lambda_i) \) and \( H \) are corresponding to a live coral density class where the LCC range from \( u \) to \( v \), we define the error between the live coral density class and the corresponding estimated LCC as follows:

\[
E_{\rho,H}(a, a', b, b', c, c', m, n) = T(L_{\rho,H} < u)(u - L_{\rho,H}) + T(L_{\rho,H} > v)(L_{\rho,H} - v)
\]

(12)

where \( T(\bullet) = 1 \) if \( \bullet \) is true, otherwise \( T(\bullet) = 0 \), and

\[
L_{\rho,H} = mL(a, a', b, b', c, c') + n
\]

(13)

Equation (12) means that if the LCC estimated by substituting \( \rho(\lambda_i) \) and \( H \) into Eq. (8) drops into the range of \( u \) to \( v \), then the error is defined as zero, otherwise the error is the defined by the distance to the extreme points of the range. As a result, the objective function can be then defined as the mean of those errors:

\[
E(a, a', b, b', c, c', m, n) = \frac{1}{N} \sum_{\rho,H} E_{\rho,H}(a, a', b, b', c, c', m, n)
\]

(14)

where \( N \) is the number of the errors.

Similar to the Weizhou Island data, GA is also used to search the optimal parameters by minimize the objective function for the Palmyra Atoll data. Specifically, 5600 points were randomly selected from the Palmyra Atoll data: one half is used to train the parameters, while the other half is used to verify the effectiveness. In other words, we need only to make use of objective function (14) instead of the negative of the correlation coefficient to search the optimal parameters for the Palmyra Atoll data.

Note that the proposed approach is different from other studies on indices derived from hyperspectral data: studies on indices derived from hyperspectral data are to select the optimal wave bands for a few given index forms, but the proposed approach is mainly to design an index for several given wave bands and provide a method to search the optimal parameters of the index for the LCC estimation.

3. Experimental results and analyses

In the experiments, we study on estimation the LCCs around Weizhou Island and Palmyra Atoll with the methods described in section 2.3. As most multispectral satellite images contain the blue, green, and red wavebands, we utilize only the blue, green, and red wavebands of the multispectral images through the calculation of the RDLC. The main experimental results and analyses are as follows.

3.1 Selection of the radius for field LCC calculation for Weizhou Island

For those transects of Weizhou Island (see Appendix A), the proper radius should be determined to fit the resolution of the multispectral images. To study this, we change the radius in the range of 2 m to 40 m for the field LCC measurement, and then we search the corresponding optimal parameters \( (a, a', b, b', c, c') \) of the RDLC index described by Eq. (9), and regress the coefficients \( (m \) and \( n) \) of Eq. (8), using the proposed methods described in section 2.3. The correlation coefficients against these radii are shown in Fig. 4. We can see from the figure that the correlation coefficients of the ZY-3 and WV-3 images increase with the radius, but the increments of the correlation coefficients become very low once the radii reach approximately 25 m.
Fig. 4. The correlation coefficients of the constructed RDLCs against different radii for the experimental multispectral images.

Fig. 5. The influence on the field surveyed local LCCs against different radii for a specific transect: (left) field surveyed local LCCs along the transect, which are calculated using different radii; (right) variations of field surveyed local LCCs along the transect against different radii.

On the other hand, according to Appendix A, the field measurement is actually estimating the LCCs with a random sampling method, so the radius is required to be long enough to ensure the accuracy and stability of the field surveyed LCCs. As is shown in the left of Fig. 5, when the radius is small (2 m to 4 m), the variation of the field surveyed local LCCs estimated using radii of 2 m and 4 m appear very large, whereas the differences become small between the field surveyed local LCCs calculated using radii of 28 m and 30 m. The fact that the variation of the field surveyed local LCCs decreases with the increase of the radius can also obviously be seen in the right of Fig. 5, where the variation for a radius of $R$ is calculated by the following equation:

$$ Variation(R) = \frac{1}{N(P)} \sum_{p \in P} [(LCC_p(R+1) - LCC_p(R-1))^2] $$  \hspace{1cm} (15)

where $R$ is the selected radius for the local LCC measurement, $p$ is the position to calculate the variation of the field surveyed local LCCs, $P$ is the set consisting of all $p$ along a specific transect, and $N(P)$ is the number of positions, so $LCC_p(R+1)$ and $LCC_p(R-1)$ represent the field surveyed local LCCs at position $p$ of the ruler, which are calculated by using radii of $R+1$ and $R-1$, respectively.
As illustrated on the right in Fig. 5, to make sure the field surveyed LCCs are stable enough, the radius needs to be at least 25 m. This is also the reason why the increments of the correlation coefficients become micro once the radii reaches approximately 25 m for the ZY-3 and WV-3 images, as shown in Fig. 4.

In summary, to make sure the field surveyed LCCs are accurate and stable, the selected radius needs to be longer than approximately 25 m. As the length of the surveyed transects is only approximately 100 m, the radius is unable to select a very long length, i.e. choosing in the range of 25—40 m should be proper.

In the remaining experiments, the field surveyed local LCCs around Weizhou Island are calculated by the method described in Appendix A with the radius of 35 m, where the radius is just longer than 25 m and shorter than 40 m.

3.2 Estimation of the LCCs and accuracy assessment for Weizhou Island

Once the radius for calculating the field surveyed local LCCs is determined, we can then further apply the methods proposed in section 2.3 to the experimental images. The results are shown in Fig. 6. Except for a few local regions, the distributions of the LCCs estimated from different images are seen to be overall similar to each other.

The valid region of the ZY-3 image appear to be much wider than the WV-3 image. The reason is that the water captured by the ZY-3 image is clearer than the WV-3 image. For example, according to our calculation, the mean of the diffuse attenuation coefficient of the blue band of the ZY-3 image is 0.0371, while the mean of the diffuse attenuation coefficient of the blue band of the WV-3 image is 0.0529.

According to Khanna et al. [54] and Longbotham et al. [37], WV-3 images may have SNR comparable to airborne visible infrared imaging spectrometer (AVIRIS), while Rutherford and Alexander [55] pointed out that the average SNR of AVIRIS data can be 5.5 to 13 times as large as Landsat ETM + images under typical signal radiance. Since the SNR of the Landsat ETM + images ranges from 30 to 40 (https://landsat.usgs.gov/), we conclude that the SNR of the WV-3 image is approximately 170—520. Such SNR is larger than those of the ZY-3 image (40—50). Besides, there are also obviously gaps between the wavebands of the ZY-3 and the WV-3 images, e.g. the green band of the ZY-3 image ranges in 520—590 nm, but corresponding band of the WV-3 image ranges in 510—580 nm. Hence the local LCC differences between the ZY-3 and WV-3 images may be partly caused by those different SNR or wavebands.

More likely, the local LCC differences are mainly caused by the different ground resolution of the two experimental images. According to the work of Zhao et al. [56], there is about 15% of the LCC differences between the 1 m² photo-quadrat and the near 10 m line transect being larger than 10; and Zhang et al. [57] also reported that the LCC differences between 20 m line intercept transect and 50 m video transect range from 0.15 to 10.51. Although such differences can be ignored in practical ecological investigation of coral reefs as mentioned in Appendix A, such phenomenon indicates that a few of the LCC differences caused by different ground resolution can likely reach 10 or more. Thus, different ground resolution can likely be the main reason for the local LCC differences between the ZY-3 and WV-3 images, as the ground resolution of the ZY-3 and WV-3 images are 5.8 m and 1.24 m respectively.
As seen in Fig. 6, most of the LCCs are less than 30, but the distribution of the live corals can still be clearly seen in figure: the live corals are mainly distributed around the east, the north, and the northwest of Weizhou Island, while the LCC of the southwest is obviously less than the east, the north, and the northwest.

To further assess the accuracy, we compare the estimated LCCs with the field surveyed ones as shown in Fig. 7. The field surveyed LCCs were obtained by using their reserved half, as described in Appendix A.

Fig. 6. The LCCs estimated by the constructed RDLCs: (a) LCCs estimated from the ZY-3 image; (b) LCCs estimated from the WV-3 image.

Fig. 7. The comparisons between the estimated LCCs and the corresponding field surveyed ones for the constructed RDLC indices: (a) the comparisons for the ZY-3 image; (b) the comparisons for the WV-3 image.
Although we can observe the comparisons from Fig. 7 intuitively, the improvement of the constructed RDLC indices is difficult to derive from the figure. Since RDLC is extended from SBR and NDR, we further compare the results with those of SBR and NDR.

Some studies [9, 11, 24, 26] illustrated that SBR or NDR of 529:439 nm (Green-Coastal bands) showed the greatest sensitivity to the LCC variations around clear-water reefs. Thus, we select for testing the SBR and NDR of Green-Coastal bands for the WV-3 image. As there is no Coastal band for the ZY-3 image, hence the Green-Red bands is used instead of Green-Coastal bands for testing the results of the ZY-3 image. The reason is that the NDRs of the Green-Red bands have proven to be the highest correlation to the field surveyed LCCs among the NDR combinations without a Coastal band. The results of these comparisons are shown in Fig. 8.

Table 1. Statistics of the LCCs for the SBR and NDR indices for the field surveyed local LCCs.

<table>
<thead>
<tr>
<th>Image</th>
<th>Index*</th>
<th>CCb</th>
<th>RMSc</th>
<th>P-value</th>
<th>RMSEd</th>
<th>MREe</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZY-3</td>
<td>RDLC</td>
<td>0.824</td>
<td>3.54</td>
<td>&lt; 0.001</td>
<td>3.52</td>
<td>28.3%</td>
</tr>
<tr>
<td></td>
<td>SBR</td>
<td>0.660</td>
<td>4.66</td>
<td>&lt; 0.001</td>
<td>4.61</td>
<td>45.2%</td>
</tr>
<tr>
<td></td>
<td>NDR</td>
<td>0.658</td>
<td>4.67</td>
<td>&lt; 0.001</td>
<td>4.62</td>
<td>46.1%</td>
</tr>
<tr>
<td>WV-3</td>
<td>RDLC</td>
<td>0.856</td>
<td>3.38</td>
<td>&lt; 0.001</td>
<td>3.65</td>
<td>23.2%</td>
</tr>
<tr>
<td></td>
<td>SBR</td>
<td>0.455</td>
<td>5.87</td>
<td>&lt; 0.001</td>
<td>5.95</td>
<td>55.5%</td>
</tr>
<tr>
<td></td>
<td>NDR</td>
<td>0.456</td>
<td>5.86</td>
<td>&lt; 0.001</td>
<td>5.95</td>
<td>54.9%</td>
</tr>
</tbody>
</table>

*RDLC is the proposed RDLC index in this paper, SBR and NDR are the simple band ratio and the normalized difference ratio described by Collin et al. [26], and they are calculated using the Green and Red bands for the ZY-3 image, and the Green and Coastal bands for the WV-3;  
+The correlation coefficient between index values and the field surveyed LCCs;  
*The root mean square of the residuals for the regression of Eq. (8) (for SBR and NDR, SBR and NDR indices are used instead of RDLC);  
*The mean relative error estimated by the method illustrated in Appendix B;  
#The root mean square error calculated by Eq. (16).

Besides, to show the accuracies more clearly, corresponding quantitative statistics of those comparisons are further summarized by Table 1. Note that the root mean square errors (RMSEs) in the table are calculated with the following equation:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (LCC_{ij} - LCC_{ej})^2}$$  

(16)
where $N$ is the number of the estimated LCCs, $LCC_{ei}$ is the $i$-th estimated local LCC, and $LCC_{f,i}$ is the corresponding $i$-th field surveyed local LCC.

As shown in Fig. 8, there is no significant difference between SBR and NDR for the experimental images, and this is also quantitatively verified by the statistics of Table 1. However, it is seen from Fig. 8 that the errors for SBR and NDR are both large, as the LCCs estimated by both SBR and NDR obviously deviate from the field surveyed ones. As shown in Table 1, the RMSEs of SBR and NDR range from 4.6—6.0, and the MREs even reach approximately 45—56%. In fact, this is the direct motive for us to develop the RDLC index.

When Fig. 7 is compared with Fig. 8, great improvements are found for the constructed RDLC indices. These improvements are further quantitatively demonstrated by Table 1: the correlation coefficients (CCs) increase from 0.45 to 0.67 for SBRs and NDRs to 0.82—0.86 for the constructed RDLCs, while the root mean square errors (RMSEs) and the mean relative errors (MREs) are reduced from 4.6 to 6.0 and 45—56% for the SBRs and NDRs to 3.5—3.7 and 23—29% for RDLCs, respectively. Such results not only verify the effectiveness and feasibility of the constructed RDLC indices for Weizhou Island but also illustrate great improvement in accuracy when comparing the constructed RDLCs with SBRs and NDRs.

Note that the correlations between SBRs (NDRs) and the LCCs are usually derived by using hyperspectral data and simulation, or tested on very clear-water environments [9, 11, 24—26]. However, seawater around Weizhou Island seems not to be the clearest, and it has a transparency of only 3.0—10.0 m [31]. Meanwhile, multispectral satellite images are different from hyperspectral data, e.g., multispectral images usually have much wider bandwidths than those of hyperspectral data. What is worse, LCCs around Weizhou Island are not greater than 30% according to our field measurement. In other words, the radiances recorded by the multispectral images are mixed signals of different substrates. This spectral mixing problem should be one of the greatest differences between the experimental images and those of previous studies. As a result, the synthetic effect of these three factors may be the reason why the errors of the LCCs estimated by SBR and NDR are seen to be larger in the experiments.

On the other hand, the constructed RDLC indices consist of various linear combinations of water depth and different wavebands in the numerator and denominator. The proposed method for estimating the parameters further makes sure the final constructed RDLCs correlate most to the field surveyed LCCs. Such models may eliminate the influence of the water column and provide the most LCC-sensitive indices. We think this is one of the reasons why the constructed RDLC indices are able to greatly improve the accuracy of the estimated LCCs in contrast to both SBR and NDR for Weizhou Island.

### 3.3 Experimental results for Palmyra Atoll

Palmyra Atoll data is introduced to our experiments for further testing the proposed RDLC index in a second validation site. Since the LCCs of the Palmyra Atoll data is provided by only four live coral density classes (0–10, 10–50, 50–90, and 90–100), the implementation was modified as described in at the end of section 2.2.3.

As illustrated by the modified implementation, 5600 points were randomly selected from the Palmyra Atoll data, where one half is used as training data, and the other half is used as check data. To clearly shown the checking, we count the percent of the check errors that range in different error intervals, as shown in Fig. 9. Those check errors are calculated by using Eq. (12) with the trained parameters.
As seen in Fig. 9, for the EO-1 ALI image, 61% of the LCC errors are lower than 5, 71% are less than 10, while 80% are not greater than 15. Note further that the EO-1 ALI image has a ground resolution of only 30 m, which is 12 times lower than Quickbird-2 and 7.5 times lower than IKONOS. However, when OBIA was applied to 2.4 m resolution Quickbird-2 and 4.0 m resolution IKONOS satellite images by Phinn et al. [14, 15], the overall accuracy of ‘benthic community’ classifications was found ranged in 52% to 75%. As a result, the RDLC should be thought being also effectiveness when it is applied to the EO-1 ALI image of the Palmyra Atoll. Besides, another advantage is that such RDLC approach means a possible away to estimate continuous LCC values even if the training data is based on several levels of coral density.

As previously mentioned, EO-1 ALI was used to test the OLI on Landsat 8, so the RDLC can now be concluded to be effective for some other freely available images (e.g. OLI) with a degree of certainty too. In fact, we have also applied an OLI image captured on October 23, 2015 to the field surveyed LCC data around Weizhou Island. The ground resolution of the OLI image is 30 m, which is much lower than ZY-3 and WV-3 images. As a result, the number of field surveyed local LCCs derived by the methods described by Appendix A is much less than those of the ZY-3 and WV-3 images (only a total 33 LCCs for the OLI image), so there is almost no redundancy in the training approach. Nevertheless, the final result can still show that the RMSE and MRE can reduced from 3.1 and 65% to about 2.6 and 22%. This can enhanced the conclusion that the proposed RDLC is also feasible for OLI images.

3.4 Supplementary notes and future work

One of the most significant aspects of the study is to provide a new train of thought for designing RDLCs for LCC estimation, followed by corresponding solutions. Experimental results have demonstrated that the proposed method is effective and feasible for the two different experimental sites with several different types of multispectral images. However, the following two aspects are still not fully resolved in the study:

1. For simplification, we introduce the process pattern of empirical band combination bathymetric methods to see \( a, a', b, b', c, \) and \( c' \) as independent variants of the constructed RDLC indices, but this process pattern may cause the physical meanings of the parameters to be changed or lost;
(2) Some parameters, such as $b$, $b'$, $c$, and $c'$, depend on the properties of the atmosphere and the water column, the geometric factor of the path-length through the water, and the solar irradiance, etc. The consequence is that they should be re-estimated for individual images using the appropriate field surveyed LCCs.

As a consequence, the proposed RDLC method still require the described training validation step for a new reef or a new sensor. Hence future work should focus mainly on how to solve the two problems so as to make the proposed RDLC method being independent of field surveyed LCC data and application sites. Fortunately, Eqs. (7)–(10) have already indicated possible thinking to solve such problems. Specifically, Eqs. (7) and (8) show that the parameters $a_i$, $a'_i$ of the constructed RDLCs and the parameters $m$ and $n$ of the regression are independent of environmental parameters (the properties of the atmosphere and the water column, the geometric factor, and the solar irradiance, and so on), so they are possible to estimate independently using simulation methods and plenty of field surveyed substrate spectrum data. Thereafter, the remaining parameters $b$, $b'$, $c$, and $c'$ can be estimated by using the effective diffuse attenuation coefficient of the water column $\kappa_\lambda$, the geometric factor of the path-length through the water $f$, and $t(\lambda)$, which is dependent on the solar irradiance, the transmittance of the atmosphere and water surface, and the reduction of the radiance due to refraction at the water surface. Inspired by Lee et al. [44], Eugenio et al. [58], and Huang et al. [35], $\kappa(\lambda)$, $f$, and $t(\lambda)$ may be estimated with semi-analytic methods on the multispectral images themselves that do not require any field surveyed data.

For this reason, we plan to work on expressions of $\kappa(\lambda)$, $f$, and $t(\lambda)$ to fit the utilized radiative transfer model (Eq. (1)), and simulations on field surveyed substrate spectrum data to obtain more general $a_i$, $a'_i$, $m$, and $n$ in the future. The purpose is to make the training step being independent of application sites, sensors, and field surveyed LCCs, or let the proposed RDLC method become more generalizable.

4. Conclusions

In this paper, SBR and NDR are extended to an entirely new index defined as RDLC for estimating the LCCs from multispectral satellite images. On the basis of field surveyed LCCs, an empirical process pattern inspired by the solution of band combination bathymetric methods is also proposed to determine the parameter values of the RDLC. The effectiveness and feasibility have already been verified by our experiments on the ZY-3 and WV-3 multispectral images of Weizhou Island: the MREs are reduced from 45 to 56% for SBRs and NDRs to 23–29% for the constructed RDLCs, while the RMSEs improved from 4.6 to 6.0 for SBRs and NDRs to 3.5–3.7 for the RDLCs. Finally, the effectiveness of the proposed RDLC is further enhanced by the experiment on an EO-1 ALI image of a second site (Palmyra Atoll).

What is more, the proposed method has actually provided novel thinking for designing RDLC indices for LCC estimation from given multispectral images. Following this thinking, more general process methods for solving the RDLC parameters have also been noted during the experiments, and it is possible to let the solution of the RDLC be independent of field surveyed LCCs and application sites. If so, the parameters of the RDLC can be then re-estimated individually for any other image without field surveyed LCC data, which will become our main focus in the future.

Appendix A. Field surveyed LCC data around Weizhou Island

We investigated the LCCs of Weizhou Island in October 2015 using the video line intercept transect technique [8, 10, 56, 57]. According to the work of Zhang et al. [57], the most commonly used line intercept transect [8, 56] can be replaced by video line intercept transect in LCC monitoring, because the deviations of the LCCs were only 0.77—6.11 between the
line intercept transect and the video transect, and only 0.08 for the average value. Meanwhile, Zhao et al. [56] further indicated that most of the LCC differences between the 1 m² photo-quadrat and the near 10 m line transect range from 0.15—9.31, while the average is only 0.26. As a result, Zhao et al. [56] declared that the LCC result of line intercept transect, video line intercept transect, and photo-quadrat was similar to each other enough for coral reef ecological investigation. Another reason for us to choose the video line intercept transect technique is that video line intercept transect has advantages of saving diving time, providing permanent record, and no need for life-form identification in field.

Specifically, thirteen transects were visited at different positions around Weizhou Island, as shown in Fig. 10. For each transect, one 100-m measuring ruler was fixed to the sea floor between the starting and ending points, and then a scuba observer used an underwater Olympus TG-2 camera to record videos along the transect, as shown in Fig. 11. Meanwhile, the starting and ending points of the survey transects were labelled with two flag floats, so the horizontal geography positions were mapped by a Magellan eXplorist 610 hand-held GPS navigation instrument with an accuracy of 3 m.

Fig. 10. The position distribution of the video transects around Weizhou Island.
Thereafter, the live corals along these transects were manually interpreted from the video images, as well as their positions and lengths according to the ruler, as shown in Fig. 12. Accordingly, the local LCC at each point of these transects was then calculated by using the method shown in Fig. 13. Note that LCCs are usually expressed by percentages to show the proportion of live corals in the water bottom.
As we can estimate the geographic position of each point for these transects using linear interpolation according to the mapped geography positions of the starting and ending points, the calculated LCCs can be finally matched to satellite data by using the interpolated geography positions and the geo-referenced information of the multispectral images. In other words, we can assign a local LCC to each pixel along those transects projected into the multispectral images.

Appendix B. Methods for estimating the mean relative error (MRE)

To estimate the MREs for the experiments, we analyse Fig. 7 and Fig. 8 in detail. First, the abscissa and ordinate of these figures represent the field surveyed LCCs and the estimated LCCs. For any individual point \( P \) in the figure, we assign the coordinates \((C_f, C_e)\), as shown in Fig. 14. The line connecting the point to the origin can be expressed by the following equation:

\[
y = kx
\]  

(17)
As seen in Fig. 14, \( k \) can be expressed by

\[
k = \tan \theta
\]  

(18)

where \( \theta \) is the angle between the abscissa and the line connecting point \( P \) to the origin. As a result,

\[
\tan \phi = \tan(45^\circ - \theta) = \frac{1 - \tan \theta}{1 + \tan \theta} = \frac{1 - k}{1 + k}
\]  

(19)

On the other hand, \( k \) can also be expressed by

\[
k = \frac{C_f}{C_r}
\]  

(20)

Substituting Eq. (20) into Eq. (19), we can obtain

\[
\tan \phi = \frac{C_f - C_v}{C_f + C_v}
\]  

(21)

Obviously, the numerator represents the error of the LCC value, whereas the denominator is approximately equal to two times of the LCC value. Hence, the relative error (RE) can be estimated by using the following expression:

\[
RE = 2 \tan \phi = 2 \frac{1 - k}{1 + k}
\]  

(22)

In other words, we can estimate RE through calculating \( k \).

Note that the symmetrical line of \( y = kx \) about \( y = x \) can be expressed by
\[ y = \frac{1}{k} x \]  \hspace{1cm} (23)

The cone formed by \( y = kx \) and \( y = \frac{1}{k} x \) shown in Fig. 14 can then be seen as a geometric figure describing the RE of the LCC.

Accordingly, to further estimates of the MRE, we calculate the average \( k \) through the following approach:

1. For any \( P_i = (C_x, C_y) \), we calculate its minimum distance to the cone formed by \( y = kx \) and \( y = \frac{1}{k} x \) as follows,

\[
d_i = \min \left\{ \left| C_i - kC_i \right|, \left| kC_i - C_i \right| \right\} \frac{1}{\sqrt{1+k^2}} \frac{1}{\sqrt{1+k^2}} \right\} \]  \hspace{1cm} (24)

2. Thereafter, we can then construct the following objective function,

\[
L(k) = \sum_i d_i^2 \]

(25)

3. Finally, the optimal \( k \) is searched using the Genetic Algorithm (GA) tool of Matlab 2012b software to minimize this objective function. This optimal \( k \) is assigned as \( \overline{k} \) and used as the average of \( k \).

Now, the MRE can be then estimated by substituting \( \overline{k} \) into Eq. (22) as follows:

\[
MRE = 2 \frac{1-\overline{k}}{1+k} \]  \hspace{1cm} (26)
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